Artificial Intelligence (AI) models predicting cardiac risk. Are the developed models optimal in the accuracy of clinical prediction, population-specific and robust? Necessity for specific risk variables and new hybrid models.

Dr. Vidya Sagar1*, Mr. Gokul Rajan2, Mr. Sriram Vaidyanathan3, Mr. Deepak Batra4, Mr. Rajaram Nagar5, Dr Anwesh Reddy6

1Head Tech, Aegis Lifesciences Pvt. Ltd, Ahmedabad, India
2COO. Digital Initiative, Hinduja Leyland Finance, Chennai, India
3Project Manager, Ideas2IT Technologies, India
4Global Head - Finance/CFO, Evalue serve, India
5General Manager, Samsung Research Institute, Bangalore, India
6Senior Data Scientist, Great Learning, Hyderabad, India

ARTICLE INFO

ABSTRACT

Artificial Intelligence (AI) algorithms have changed the landscape of Cardio Vascular Diseases (CVD) risk assessment and demonstrated a better performance mainly due to their ability to handle input nonlinear variations. Most commonly used algorithms in CVD risk predictions were classification and regression tress (CART).

Though most of the developed models have shown good accuracy, but have not considered risks factors related to specific population, which play an integral role in predicting the risk of CVDs. This include gender specific clinical risk factors (hormonal changes, bone density etc.), metrological, chronological data, exposure to environmental pollutants, race, genotype, hereditary, dietary intake, physical inactivity, psychological stress, cardiac markers, post covid infection status etc. Secondly the existing models have not included the weighing and grading of the risks factors and Prediction, as all factors wont contribute equally to the Cardiac Risk. Importantly predictive models can be readily used within the populations in which they were developed but practically they often give a less satisfactory performance, when applied to another population because of the Inter genetic variations especially linked to CVDs.

Hence there is necessity to develop upgraded AI models or Hybrid models (Logistic regression with decision tree, NN etc.). Inclusion of more descriptive and apt risk factors or variables, specific to a subset of population, Race, Genotype is quite essential. Secondly allotting weighing for Risk factors and grading for Risk Prediction in the models, will provide accurate cardiac risk prediction compared to other approaches. So presently the solution should be more Data centric with equal importance to AI Models.
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INTRODUCTION
CARDIOVASCULAR DISEASES - WORLD WIDE DATA AND ANALYSIS
Heart disease, alternatively known as cardiovascular disease (CVDs), encompasses various conditions that impact the heart and is the primary basis of death worldwide over the span of the past few decades. It associates many risk factors in heart disease and a need of the time to get accurate, reliable, and sensible approaches to make an early diagnosis to achieve prompt management of the disease. Data mining is a commonly used technique for processing enormous data in the healthcare domain.

CVDs, despite the significant advances in the diagnosis and treatments, still represents the leading cause of morbidity and mortality worldwide. In order to improve and optimize CVD outcomes, artificial intelligence techniques have the potential to radically change the way we practice cardiology, especially in imaging, offering us novel tools to interpret data and make clinical decisions. AI techniques such as machine learning and deep learning can also improve medical knowledge due to the increase of the volume and complexity of the data, unlocking clinically relevant information. Likewise, the use of emerging communication and information technologies is becoming pivotal to create a pervasive healthcare service through which elderly and chronic disease patients can receive medical care at their home, reducing hospitalizations and improving quality of life. CVDs such as ischaemic heart disease and cerebrovascular such as stroke account for 17.7 million deaths and are the leading cause in accordance with the World Health Organization. [1]

CVDs are common, have poor survival, and are increasing worldwide (Figure 1). Prevalent cases of total CVD nearly doubled from 271 million (95% UI: 257 to 285 million) in 1990 to 523 million (95% UI: 497 to 550 million) in 2019, and the number of CVD deaths steadily increased from 12.1 million (95% UI: 11.4 to 12.6 million) in 1990, reaching 18.6 million (95% UI: 17.1 to 19.7 million) in 2019 (Figure 1A). The global trends for DALYs and YLLs also increased significantly, and YLDs doubled from 17.7 million (95% UI: 12.9 to 22.5 million) to 34.4 million (95% UI: 24.9 to 43.6 million) over that period. [2-4]

At the country level, age-standardized mortality rates for total CVD were highest in Uzbekistan, Solomon Islands, and Tajikistan and were lowest in France, Peru, and Japan, where rates were 6-fold lower in 2019. From 1990 to 2019, large declines in the age-standardized rates of death, DALYs, and YLLs, together with small gradual reductions in age standardized rates for prevalent cases and YLDs, suggest that population growth and aging are major drivers of the increase in total CVD. In 2019, total CVD DALYs were higher in men than women before age 80 to 84 years. After this age, the pattern reverses. The sex differences in DALYs is most striking between ages 30 and 60 years (men greater) and age >80 years (women greater). [5-7] The excess CVD deaths in women beginning at ages 80 to 84 years should focus attention to cause-specific mortality at older ages and have implications for secondary prevention strategies. Among women, the age-standardized rates for DALYs were highest in Central Asia, Oceania, North Africa and the Middle East, and Eastern Europe; and lowest in High-Income Asia Pacific, Australasia, and Western Europe. Among men, age-standardized rates for DALYs were highest in Central Asia, Eastern Europe, and Oceania; and lowest in High-Income Asia Pacific, Australasia, Western Europe, and Andean Latin America. At the country level, the highest age-standardized rates were estimated for many of the islands of Oceania, Uzbekistan, and Afghanistan, while the lowest rates for DALYs were seen in Japan, France, and Israel. These regional and national differences in total CVD burden and mortality reflect differences in prevalence of CVD risk factors as well as access to health care. [8] Differences in access to effective primary and secondary prevention strategies may also play a role in differences in total CVD burden, especially in low- and middle-income countries (LMICs). [9]

Global patterns of total CVD have significant implications for clinical practice and public health policy development. [10] Prevalent cases of total CVD are likely to increase substantially as a result of population growth and aging, especially in Northern Africa and Western Asia, Central and Southern Asia, Latin America and the Caribbean, and Eastern and South eastern Asia, where the share of older persons is projected to double between 2019 and 2050. [11-12] Increased attention to promoting ideal cardiovascular health and healthy aging across the lifespan is necessary. [13] Equally importantly, the time has come to implement feasible and affordable strategies for the prevention and control of CVD and to monitor results. [14]
Figure 1: Central Illustration of Cardiovascular Disease Burden Across Location, Cause, and Risk Factors (Courtesy: Roth, G.A. et al. J Am College of Cardiology 2020) [10]
AI MODELS IN HEART DISEASE PREDICTION

There is an increasing interest in predicting the probability of adverse events for patients hospitalized for medical or surgical treatment. Accurately predicting the probability of adverse events allows for effective patient risk stratification, thus permitting more appropriate medical care to be delivered to patients. [14-19] Furthermore, accurately predicting the probability of an adverse event allows for risk-adjusted outcomes to be compared across providers of health care. [15]

Logistic regression is the most commonly used method for predicting the probability of an adverse outcome in the medical literature. Recently, data-driven methods, such as classification and regression trees (CART) have been used to identify subjects at increased risk of adverse outcomes or of increased risk of having specific diagnoses. [6-41] Advocates for CART have suggested that these methods allow the construction of easily interpretable decision rules that can easily be applied in clinical practice. Furthermore, CART methods are adept at identifying important interactions in the data [31, 34, 40], and in identifying clinical subgroups of subjects at very high or very low risk of adverse outcomes. [41]

Several studies have compared the performance of regression trees and logistic regression for predicting outcomes. These studies can be grouped into three broad categories. First, studies that compared the variables identified by logistic regression as significant predictors of the outcome with those variables identified by a regression tree analysis as predictors of the outcome. [6-10] Second, studies that compared the sensitivity and specificity of logistic regression with that of regression trees. [6, 12, 17-30] Third, a small number of studies that compared the predictive accuracy, as measured by the area under the receiver operating characteristic (ROC) curve, of logistic regression with that of regression trees. [13-14, 31-39, 42]

The first category of studies does not allow one to compare the predictive ability of the two different prediction methods. Rather, it compares agreement on which factors are prognostically important. Since each model uses variables in a different manner, it is possible that the methods could differ in predictive accuracy, yet agree on which factors are prognostically important. The second category of studies compares sensitivity and specificity of regression trees with that of logistic regression.

However, computing sensitivity and specificity from a logistic regression model requires specifying a probability threshold, and then assuming that the response will be positive if the predicted probability exceeds this probability threshold. [43] In particular, it is highly dependent upon the probability threshold chosen for a positive prediction. Furthermore, it is an insensitive and inefficient measure of predictive accuracy. [44]

Only a small number of studies have compared the predictive ability of regression trees with that of logistic regression using the area under the ROC curve. [13-14, 31-39, 42] Among these studies, the conclusions were inconsistent. Six studies concluded that regression trees and logistic regression had comparable performance. [13, 31, 33, 36-38]; five studies concluded that logistic regression had superior performance to regression trees [14, 32, 34, 39, 42]; while one study arrived at the opposite conclusion. [35] Only one recent study, using a relatively small sample, employed repeated split sample validation to examine the robustness of the findings to the particular splitting of the sample in derivation and validation samples. The authors of this study suggested that similar methods be applied in other disciplines and other data sets to test the validity of their findings. [38]

BRIEF NOTE ON SOME IMPORTANT, LATEST AI MODELS IN HEART DISEASE PREDICTION

C1. Heart Disease Prediction using Machine Learning Techniques: Devansh Shah et al work presents various attributes related to heart disease, and the model on basis of supervised learning algorithms as Naïve Bayes, decision tree, K-nearest neighbour, and random forest algorithm. It uses the existing dataset from the Cleveland database of UCI repository of heart disease patients.

The dataset comprises 303 instances and 76 attributes. Of these 76 attributes, only 14 attributes are considered for testing, important to substantiate the performance of different algorithms. This research paper aims to envision the probability of developing heart disease in the patients. The results portray that the highest accuracy score is achieved with K-nearest neighbour. [45]

C2. Machine Learning Technology-Based Heart Disease Detection Models: Different machine learning technologies based on heart disease
detection by Umarani Nagavelli et al. Firstly, Naive Bayes with a weighted approach is used for predicting heart disease. Second one, according to the features of frequency domain, time domain, and information theory, is automatic and analyse ischemic heart disease localization/detection. Two classifiers such as support vector machine (SVM) with XGBoost with the best performance are selected for the classification in this method. Third one is the heart failure automatic identification method by using an improved SVM based on the duality optimization scheme also analysed.

Finally, for a clinical decision support system (CDSS), an effective heart disease prediction model (HDPM) is used, which includes density-based spatial clustering of applications with noise (DBSCAN) for outlier detection and elimination, a hybrid synthetic minority over-sampling technique-edited nearest neighbour (SMOTE-ENN) for balancing the training data distribution, and XGBoost for heart disease prediction. [46]

C3: Using machine learning to improve survival prediction after heart transplantation: This particular study investigates the use of modern machine learning (ML) techniques to improve prediction of survival after orthotopic heart transplantation (OHT). Retrospective study of adult patients undergoing primary, isolated OHT between 2000 and 2019 as identified in the United Network for Organ Sharing (UNOS) registry was performed. The primary outcome was 1-year post-transplant survival. Patients were randomly divided into training (80%) and validation (20%) sets. Dimensionality reduction and data re-sampling were employed during training. Multiple machine learning algorithms were combined into a final ensemble ML model. The discriminatory capability was assessed using the area under receiver-operating characteristic curve (AUROC), net reclassification index (NRI), and decision curve analysis (DCA). Results indicate that a total of 33,657 OHT patients were evaluated. One-year mortality was 11% (n = 3738). In the validation cohort, the AUROC of singular logistic regression was 0.649 (95% CI, 0.628–0.670) compared to 0.691 (95% CI, 0.671–0.711) with random forest, 0.691 (95% CI, 0.671–0.712) with deep neural network, and 0.653 (95% CI, 0.632–0.674) with Ada boost. A final ensemble ML model was created that demonstrated the greatest improvement in AUROC: 0.764 (95% CI, 0.745–0.782) (p < .001).

The ensemble ML model improved predictive performance by 72.9% ± 3.8% (p < .001) as assessed by NRI compared to logistic regression. DCA showed the final ensemble method improved risk prediction across the entire spectrum of predicted risk as compared to all other models (p < .001). Modern ML techniques can improve risk prediction in OHT compared to traditional approaches. This may have important implications in patient selection, programmatic evaluation, allocation policy, and patient counselling and prognostication. [47]

C4: Cardiovascular disease risk prediction using automated machine learning: A prospective study of 423,604 UK Biobank participants was performed. Data-driven techniques based on machine learning (ML) might improve the performance of risk predictions by agnostically discovering novel risk predictors and learning the complex interactions between them. The Team tested (1) whether ML techniques based on a state-of-the-art automated ML framework (AutoPrognosis) could improve CVD risk prediction compared to traditional approaches, and (2) whether considering non-traditional variables could increase the accuracy of CVD risk predictions. Using data on 423,604 participants without CVD at baseline in UK Biobank, we developed a ML-based model for predicting CVD risk based on 473 available variables. Our ML-based model was derived using AutoPrognosis, an algorithmic tool that automatically selects and tunes ensembles of ML modelling pipelines (comprising data imputation, feature processing, classification and calibration algorithms). The group compared model with a well-established risk prediction algorithm based on conventional CVD risk factors (Framingham score), a Cox proportional hazards (PH) model based on familiar risk factors (i.e., age, gender, smoking status, systolic blood pressure, history of diabetes, reception of treatments for hypertension and body mass index), and a Cox PH model based on all of the 473 available variables. Predictive performances were assessed using area under the receiver operating characteristic curve (AUC-ROC). Overall, our AutoPrognosis model improved risk prediction (AUCROC: 0.774, 95% CI: 0.768–0.780) compared to Framingham score (AUC-ROC: 0.724, 95% CI: 0.720–0.728, p < 0.001), Cox PH model with conventional risk factors (AUC-ROC: 0.734, 95% CI: 0.729–0.739, p < 0.001), and Cox PH model with all UK Biobank
Table 1: Comparison of some important AI Models in Heart Disease Prediction

<table>
<thead>
<tr>
<th>S. No</th>
<th>Title of the Study</th>
<th>Note on the AI model</th>
<th>Publication details</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Machine Learning Outperforms</td>
<td>ML Risk Calculator based on Support Vector Machines</td>
<td>Ioannis A. Kakadiaris, PhD; Michalis Vrigkas, PhD; Albert A. Yen, MD; Tatiana Kuznetsova, MD; Matthew Budoff, MD; Morteza Naghavi,</td>
</tr>
<tr>
<td>S. No</td>
<td>Title of the Study</td>
<td>Note on the AI model</td>
<td>Publication details</td>
</tr>
<tr>
<td>-------</td>
<td>----------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>6</td>
<td>An Algorithm Based on Deep Learning for Predicting In-Hospital Cardiac Arrest</td>
<td>Recurrent neural network (AUROC, AUPRC) and the net reclassification index.</td>
<td>Joon-myoung Kwon, MD; Youngnam Lee, MSDOI: 10.1161/JAHA.118.008678, Journal of the American Heart Association (56)</td>
</tr>
<tr>
<td>7</td>
<td>A comparison of regression trees, logistic regression, generalized additive models, and multivariate adaptive regression splines for predicting AMI mortality</td>
<td>Classification and regression trees (CART), data-driven models: generalized additive models (GAMs) and multivariate adaptive regression splines (MARS)</td>
<td>Peter C. Austin STATISTICS IN MEDICINE, Statist. Med. 2007; 26:2937–2957 Published online 21 December 2006 in Wiley Inter Science (<a href="http://www.interscience.wiley.com">www.interscience.wiley.com</a>) DOI: 10.1002/sim.2770 (57)</td>
</tr>
</tbody>
</table>

**CONCLUSION**

Identifying people at risk of cardiovascular diseases (CVD) is a cornerstone of preventative cardiology. Different approaches include Risk prediction models, currently recommended by clinical guidelines, typically based on a limited number of predictors with sub-optimal performance across all patient groups. Other Approaches in AI models can be used but are more generalized to all populations with inclusion of traditional risk factors or markers. In Indian context, aggressive screening tests should begin at an early age and will be beneficial for early detection and treatment to reduce the mortality. Hence there is necessity to develop upgraded AI models or Hybrid models (Logistic regression with decision tree etc.). Inclusion of more descriptive and apt risk factors or variables, specific to a subset of population, Race (Caucasoid / Dravidian / Mongolian, Black, Red Indian etc..) is quite essential. Secondly allotting weighing (0 to 5) for Risk factors and grading for Risk Prediction (example 0 for mild, 1 for moderate, 2 for severe etc.) in the models, will provide accurate cardiac risk prediction compared to other approaches. So presently the solution should be more Data centric with equal importance to AI Models
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